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For hypothesis testing concerning regression p
hip between the explan
wodel Y = a + BX.

arameters we hypothesise that there is

. ato 1 .
) clations ry variable X and the dependent variable Y in the

ﬂ,gcssion n
Here our, Hp : B =0 and
HA . B =0
To test we take t-statistics and determine the acceptance and critical region.

If we assume Ho : B =0 is true, then

o SE(B)
2 _ o
GB = Z_Xi’

This has t-distribution with (n-2) degree of freedom and the boundary between
acceptance and critical region can be determined from t-distribution table for any given
level of significance and degree of freedom.

The acceptance region for 2-tailed test at (n-2) degree of freedom will be
toos SE(B) < B < +1toos SEP)
212 Coefficient of Determination or Goodness of Fit :

The measure of goodness of fit is the square of correlation coefficient or r. It is the
percentage of total variation in the dependent variable which can be explained by the
igdependent variable, Therefore r* is known as coefficient of determination. For example, if
r = .70, it means that the estimated regression line is able to explain 70% of the total

variation of dependent variables around mean.
In a simple linear regression model
Yi=a+Bx+y

Total variationin Y = Y, Yi2

=Y (Y=Y @)
The explained variable is
=12 .
2;’12 = Z(?l - Yi) ..................... (11)

gsion line. Thus, the

We know variation e, = Y; — Y; is not explained by the regref dependent variable

the squared residuals gives the total unexplained variation 0
Mean,

Sum of
drounq
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Unexplained variation = Y7L, e? = AL (i)
Thus, total variation in Y = Explained variation + Unexplajneq Vo

a ¥t =B  Dlef (::0!1
Where ¢; = Y; - Y = deviation of Y, from the regression line
yi=Y;- Y = deviation Y, from mean
91 =Y; - Y = deviation of the regression value ¥, frop the g,
From residuals we have
VR v)
Putting the values
a=i+V)-E9+Y)
&i=Yi-§
TEPI G (vi)

This equation shows that each deviation of Y from its mean consisty
components - (i) explained variation and (i

1) unexplained variation,
Now, squaring equation (vi) and taking summation
Zis1yf = Zi=1(9i + e;)?
=Z9i +Zef + 2T 9ey
=Xyl +Le} [ Zkidei=o0]
Since, 9, =9, - Y
Yi= a+px
And Y = @+px
Therefore, y; = (@ + BX) - @+ BX)
=BX:-X)
9 =Bx where, x; = X; - X
Weknow e;=y;-§; =y - Bx
“ L= yiei = Tk, Bxi (vi — Bx;)
Or, Zisivies = B(Txy; — BT x?)
But B= L

Zxf
T XiYi z) 2
~oXyie = (in)’i— ‘;;—‘z in)



Simple Linear Regn:ssium Model ’ |
/ EYiz=Eylz+zeiz -

CTEEE it s (vii
Or [vafqpatglon] - [5);?.::‘;::] + [U"explaine d] vii)

variation
The percentage of total

9
Lyi

-

But, Vi = Bx;

L9 =}-‘-_@"l)2 _ A Xx?
i Iy PLy

Substituting for B we have

L9 = Exiyi)? _Ix
I (zx)’ Iy

L9 _Cxy)® _
O ITidey T

L Xiyi

JEXf)IYf

Since, r° determines the proportion of variation in Y which is explained by variation
in Y, called Co-efficient of determination.

[lustration 2.1

variati . )
ation and explaineg variation can be determined as

Since r=

Obtain the usual regression results from the following data 20 pairs of observation
onXandY.

TX; =228, TV, = 3121, T XY, = 38297, ¥ X2 = 3204
2 x;y; =3347.60, =Y x? = 604.80 and ¥, y? = 19837
Solution :
We are asked to fit a linear regression line.
) Estimation of & and
Given ¥ X; = 228,n=20 . X====—-=114

B - in¥1 - 3347.60 =554
le 604.80

=7- %

Or  @=156.05 - (5.54) (11.40) = 92.95

Therefore our estimated regression line is
fi=a +px,

Fi =9295+5.54%,

) R

Or




